
Motivation 

﻿Our approach 

Technical challenges 

Proof-of-concept 
Use case: 2 VPN endpoints establish an IPsec tunnel as a secure 
communication link. IPsecGatewayClient is the virtualization-based 
secure and fault-tolerant VMs composed of 4 VMs. It interacts with 
IPsecGatewayServer at the other end of the IPsec tunnel.  
 
Implementation: Ubuntu 14.04 Server LTS (Trusty Tahr) with 
OpenS/WAN 2.6.38 using the NETKEY IPsec protocol stack (shipped 
with the OS) 
• Additional dependencies: ipsec-tools 0.8.0 
 

How to switch VMs? 
• Switching of VMs should be transparent to outside entities and services. 
• An active VM must handover all functions to the next active VM, once it steps down from the active state. The 

handover should meet all real-time requirements. 
 

How to propagate data and application between VMs? 
• No malicious content including malware should be propagated to other VMs. 
• The active VM must not make any changes to data that has already been transmitted to the VM becoming active. 

 
How to ensure that applications running in VMs are aware of the switch? 
• Applications may need adaptation or extension to work in this paradigm. 

Safety-critical systems have been traditionally designed to resist against random failures, but recently security of such 
systems has become an equally important non-functional requirement. Besides preventing or detecting intelligent 
attacks, the secured system must satisfy all safety critical requirements too. In addition, there are non-trivial 
interferences between safety and security requirements. Redundancy is often used for ensuring reliability and resisting 
random failures. What if redundancy can also be used for securing safety-critical systems?  

As an approach for safety & security co-design of safety-critical multi-
core systems, we investigate the possibility of ﻿using redundant virtual 
machines (VM) to realize security and fault tolerance. 
  
Multiple virtual machines (VMs) switching between active, standby 
and cleansing roles 
• Active VM - there is always one VM providing services 
• Standby VMs -  there are several VMs, in which one of them is 

ready to become the next Active VM 
• Cleansing VM - the VM that steps down from the Active state, it is 

then restored to a clean state to remove any potential malware 
infection 
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